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Abstract— Current machine dialog systems are predomi-
nantly implemented using a sequential, utterance based, two-
party, speak-wait/speak-wait approach. human-human dialog is
1) not sequential, with overlap, interruption and back channels;
2) processes utterances before they are complete and 3) are often
multi-party. The current approach is stifling innovation in social
robots were long delays (often several seconds) is the current
norm for dialog response time, leading to stilted and unnatural
dialog flow. In this paper, by referencing a light weight word
spotting speech recognition system - Chatty SDK, we present
a practical engineering strategy for developing what we term
a conversational listener that would allow systems to mimic
natural human turn-taking in dialogue.

I. INTRODUCTION

“As conversational systems (in various forms) are
becoming ubiquitous, it is clear that turn-taking is
still not handled very well in those systems. They
often tend to interrupt the user or have very long
response delays, there is little timely feedback, and
the flow of the conversation feels stilted.”
Skantze [1] pl.

There has been a tendency for researchers in robotics to
see language processing as beyond their domain. A tradi-
tional research model model has been to wait for language
technology to be available and implement it within a robot
context. However, one of the major problems in NLP and
robots is that it is not examined in an applied setting where
effective interaction is often more important that how clever
the language processing might be. The result is that language
interaction with robots has fallen very much short of physical
and spatial interaction. If we want robots to use language we
have to study the use of language by robots. On this basis
we argue that the ideas and work presented here is of key
interest to practitioners and researchers working with social
robots.

Most so-called, conversational systems used by social
robots are, in reality, two-party, speak-wait/speak-wait sys-
tems'. Human conversation in contrast, is often multi-party,
allows for fluid interruption and back channeling’. About
10% of the speech material is overlapped, with speakers often
speaking, briefly, at the same time [3]. Furthermore, human
participants typically respond within 200ms [4], whereas
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Zback channeling is a term for where conversational participants react
with short phrases while another is talking like ‘aha’, ‘right’, ‘yeah’, ‘hmm’
to show they are listening and understand [2]
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current digital systems can spend several seconds processing
before saying anything. This results in less fluid interaction
and impacts the functionality of social robots in areas such as
education - e.g. “Certain occurrences of social referencing
appeared exclusively in the interaction with the robot, such
as an involvement of the caregiver after a delay in the
dialogue occurred and the robot required too much time to
provide an adequate utterance.” [5], support for older users -
e.g. “the turn-taking delays in the dialogue were significant,
which hinders the communication.” [6] and results in systems
being regarded as inferior and poor at carrying out their tasks
- e.g. “users not only rate the incremental system as more
responsive, but also rate its recommendation performance as
higher.” [7].

There is a body of previous work looking at incremental
dialog processing3 (e.g. [8], [9], [10], [11], [12], [13]).
Over 20 years ago Allen et al [8] pointed out that speak-
wait/speak-wait processing can “...make the interaction
unnatural and stilted, and will ultimately interfere with the
user’s ability to focus on the problem itself rather than on
making the interaction work.”

There are toolkits available to implement incremental
processing of dialog for example InproTK [14], Incremental
RASA [15], Retico [16]. These systems follow a waterfall
design pattern where each module can form hypotheses based
on incremental input but allow replanning if these hypotheses
are rejected as new data is processed. This approach has a
number of severe drawbacks:

1) Processing data without end pointing and a right con-
text often produces inferior results to a system that
waits for an utterance to conclude.

2) The architecture is complex and difficult to debug and
test.

3) The extra processing power required is multiplied
across all levels of the system.

Thus, despite this work, we are unaware of any commer-
cial social robot that makes use of incremental processing to
implement human style dialog turn-taking.

In this paper we suggest a hybrid approach to the problem.
Rather than retooling the entire architecture of a system to
deal with incremental processing we suggest adding a new
module, a conversational listener to the system which would
allow a more flexible approach to implementing human

3 All dialog processing is incremental in some respects because you don’t
know what the next utterance will be. However, incremental in this context
means processing before you discover the end-point of a dialog partner’s
current utterance.



like dialog processing. This approach is informed by four
observations:

1) Systems often have a strong expectation of the type of
response a user is likely to make in a dialog context.

2) Human'’s typically respond very quickly to dialog turns
that require simple responses or contain predictable
content. Whereas longer inter-turn intervals are typical
when a response requires significant processing.

3) Human'’s often start speaking before they have decided
what they are going to say.

4) Before large scale, open domain, multi-speaker, contin-
uous speech recognition was available legacy system
made good use of processor efficient key word spot-
ting.

The work presented here is novel in that it repurposes
technology that already exists with a different vision and
objective. The lack of progress in incremental processing of
dialog within social robotics demonstrates that this work is
timely and required. In our view the issues addressed by a
hybrid approach to incremental dialog processing are key for
progress in social robotics.

II. THE CONVERSATIONAL LISTENER

The purpose of a conversational listener is to track speak-
ers in incoming audio in order to establish who is speaking,
if a speaker is about to finish speaking, what they have been
talking about in general terms, and how their emotional state
might be changing over time.

The conversational listener uses automatic speech recogni-
tion (ASR) technology to support current systems by offering
on-device realtime streamed information that can help dialog
planning and turn-taking. The key is to allow dialog systems
to carry out the most complicated processing while they are
already speaking. We term this a hybrid incremental (HI)
approach. This approach has already been proposed by Lala
et al [17]. Here, in order to facilitate the generation of fillers
to grab the floor and back channels to support the dialog,
the system uses a fast incremental prosodic analysis system
to suggest these actions while depending on a conventional
speak-wait/speak-wait ASR system to plan dialog actions.
With a conversational listener we propose extending this
incremental approach to include key word spotting and to
allow the key words expected to be set rapidly on a turn-by-
turn basis as required as well as some metric of the emotional
state of the speaker.

CereProc have been working closely with Honda Research
Institute over the last 4 years with the Haru Project. The
conversational listener was designed and built by the authors
following observations that language interaction with Haru
was slow and sub-optimal. The conversational listener is
implemented both as an SDK (which can be integrated into
other 3rd party systems), and as a full conversational listener
to support Haru, the social robot designed and built by The
Honda Research Institute. The implemented system does not
currently support multiple speakers. To test the system we
implemented a script follower, which allows Haru to act out
a script with a human actor.
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III. CHATTY SDK IMPLEMENTATION

Key word spotting has fallen out of favor in the ASR com-
munity, replaced either by open vocabulary multi-speaker
continuous speech recognition or very rapid on device wake
word spotting. However, in the late 80s and early 90s many
effective systems were built based on key word spotting (e.g.
[18]).

Chatty SDK is built as an underlying phone recognizer
trained on a large corpus of speech data (Libraspeech [19]).
A front-end processes audio input from microphone using
fast voice activity detection system and feature generation.
The front-end serves chunks of frames to the model to
allow online inference. The ASR model is a neural network
composed of unidirectional recurrent layers trained with the
Connectionist Temporal Classification loss (CTC) [20]. This
results in a Markovian model which runs online with a small
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footprint and low computing costs. Further optimization is
obtained by weight quantization and phone synchronous
decoding [21]. Following Hwang et al. [22] and Zhuang et al.
[23], key words are searched on the phone lattice generated
by the CTC model. The confidence score for each key word
is determined by the posteriors output by the ASR model
and the minimum edit distance with the key word phone
string. This allows detection even in cases where the ASR
hypothesis has errors. Key Words are fast to set, and can be
changed as rapidly as utterance by utterance.

IV. HONDA RESEARCH INSTITUTE CONVERSATIONAL
LISTENER

The Chatty SDK was used as a basis to build a
conversational listener as part of the Honda Research In-
stitute Haru social robot project [24]. The conversational
listener is a module which returns information on the dialog
partner’s speech using a 20ms frame rate in real-time. The
information it returns includes key word start and end frame
times, voice activation score and, for the Haru project, exper-
imental scores aiming to detect emotion in the conversational
partners voice.

The conversational listener does not aim to replace full
ASR turn-by-turn processing. Rather the aim is to allow the
system to make a faster decision on how to respond, ideally
before the conversational partner has finished speaking (see
Figure 1 and 2).

A. Example of the conversational listener in action

The example in figure 3 shows the beginning of a con-
versation between Haru and the user Randy. Haru has been
woken up and asks the user’s name. The user will say “My
name is Randy” but has not finished saying his name with
the conversational listener positioned at “My name is Ran...”

With current systems, Haru could do nothing until the end
of utterance was detected. It would then send the audio to a

Example of how a conversational listener could support an incremental dialog system.

high resource accurate cloud recognizer and when that was
processed receive the recognized text. It would then process
the text to form the next dialog move. All of this could create
a latency of over a second.

Using the conversational listener, based on the context of
the dialog (Haru has just asked the user name) and the key
words my and name, Haru can hypothesize that the user has
answered the question. Haru doesn’t know the users name
yet but can start processing a response immediately such as.
“Great to get to know you” and be able to output the response
within 100ms of the speaker finishing the utterance. While
Haru is saying this phrase the cloud based ASR can get
the correct name and plan Haru’s next utterance. “How can
I help Randy?” producing a completely fluid response and
then await the user’s instructions.

V. CONCLUSION

Mimicking human behavior may not matter for many
applications. For example, Siri, Google Assist, and Alexa
function adequately without human-human style turn taking.
However, not being able to use effective elements of human
behavior that are appropriate in an engineering design is
severely limiting. An HI approach offers a solution where
rapid linguistic information is collected to support rapid turn
taking (even overlap and back channel) with a traditional
speak-wait/speak-wait approach to support long term plan-
ning and complex dialog processing. This presents a chal-
lenge to the research community in terms of designing dialog
managers that can deal with parallel and possibly conflicting
ASR information as well as setting key words in advance to
leverage prior knowledge of dialog context. Future work will
focus on: 1) evaluating the Chatty SDK in a set of dialog
test harnesses; 2) for Honda Research Institute to build an
effective conversation manager for Haru to make use of the
dynamic incremental speech information provided.
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