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Abstract— In the near future, robots shall collaborate with
humans, overcoming uncertainty and safety constraints dur-
ing the execution of industrial robotic tasks. Hence, reliable
collaborative robots must be capable of reasoning about their
collaboration’s specifications (e.g. safety), and also the adap-
tation of their plans due to unexpected situations. A common
approach to reasoning is to represent the domain knowledge
using logic-based formalisms, such as ontologies. In this article,
we revisit OCRA, an Ontology for Collaborative Robotics
and Adaptation, which was built around two main notions:
collaboration, and plan adaptation. OCRA assures a trusty
human-robot collaboration, since robots can model and reason
about their collaborations and plan adaptations in collaborative
robotic scenarios. However, the ontology can be improved: a
more thorough discussion of the concept of adaptation’s trigger
can help to understand adaptations. Hence, we posit a new
research question to extend OCRA, and propose a definition
for adaptation trigger.

I. INTRODUCTION
Through the last few years, there has been a growing

interest in more flexible industrial processes where robots
and humans work as a team. For this reason, some robots
(collaborative robots, or co-bots) have been especially de-
signed for direct interaction with humans within a collabo-
rative workspace [1]. When one develops industrial processes
where robots and humans truly collaborate, it is common to
find several issues related to uncertainty and safety. Hence,
it is desirable that collaborative robots can reason about
their tasks’ requirements (e.g. safety, performance, etc.),
about the changes in their environment, and about the plan’s
adaptations that might be triggered by those changes.

Industrial collaborative robotics has lately attained much
attention in research [2], [3], [4]. For instance, safety in
collaborative robotic scenarios has been addressed in several
works [5], [6], [7], [8]. Meanwhile, other researchers have
developed adaptive robotic solutions for industrial applica-
tions [9], [10], [11]. The large number of interesting works
also presents some drawbacks. There is a lack of agreement
about the meaning of concepts such as collaboration and
adaptation, which has hindered the coherent development
of methodologies and techniques. Indeed, using ambiguous
terminology in safety applications (e.g. assessing risks) may
lead to confusion and mistaken implementations [5].

Knowledge representation formalisms such as ontologies
[12], are useful approaches to harmonizing terminology
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and allowing its reusability. Indeed, the use of ontologies
is becoming usual in the industrial domain as shown by
large projects like OntoCommons, IOF and the UK National
Digital Twins1. The IEEE Standards Association is sup-
porting standardization projects for robotics an automation.
For example, the 1872–2015 IEEE Standard Ontologies for
Robotics and Automation [13], and the 1872.2-2021 IEEE
Standard for Autonomous Robotics Ontology [14]. These
standardization efforts are currently being extended to other
robotics’ sub-domains [15]. Furthermore, ontologies have
been widely used for autonomous robotics during the last
years [16], and we can even find some initial steps towards
ontologies for collaborative robotics [17], [18]. Nevertheless,
there is still room for improvement, for instance, these
ontologies can be extended to other applications.

In this article, we revisit OCRA, an Ontology for Col-
laborative Robotics and Adaptation [18]. The ontology for-
malizes the domain knowledge in collaborative scenarios
where robots adapt their plans’ executions to the unexpected
changes in the environment. OCRA has already been vali-
dated and used to reason about the knowledge involved in
collaborative tasks such as those shown in Fig. 1. Here, we
question the coverage of the ontology and propose a new
direction along which to extend the knowledge that OCRA is
able to capture and model. For instance, in OCRA which type
of situations can trigger adaptations is not analyzed in depth.
A classification of these situations is relevant to understand
how and why adaptations occur. We present here a research
question and a set of competency questions to set the basis
for an extension of OCRA. Finally, we provide an initial
definition of Adaptation Trigger.

II. RELATED WORK

The 1872–2015 IEEE Standard Ontologies for Robotics
and Automation [13], and the 1872.2-2021 IEEE Standard
for Autonomous Robotics Ontology [14] were conceived as
references for knowledge representation and reasoning in the
domain. They include a formal vocabulary for humans and
robots to share knowledge about robotics and automation.
However, they did not cover terminology for particular
robotic sub-domains. Hence, several ontology-based systems
for autonomous robots were implemented focusing on more
specific notions. Some examples are Knowrob [19], [20],
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Fig. 1: (a) A collaboration in which the human is stopped
asking the robot for a tool. (b) A kitting task in which the
human and the robot collaboratively fill a tray with tokens.
(c) A collaborative piece insertion in which the robot and
the human exchange forces.

ORO [21], PMK [22], CARESSES [23], and ADROn [24],
[25]. These works have explored and proven the relevance
and usefulness of ontologies in robotics. However, they do
not address the problems tackled by OCRA.

Other authors have focused on industrial robotic applica-
tions. Stenmark et al. [26], proposed the ROSETTA ontology,
aimed at supporting reconfiguration and adaptation of robot-
based manufacturing cells. Balakirsky [27] implemented
an ontology-based system for automatic recognition and
adaptation to changes in manufacturing workflows. Stipancic
et al. [28], proposed to use a set of ontologies to semantically
enrich the robot’s sensors data in order to enhance the
decision-making process in a multi-agent scenario. Chen
et al. [29], presented an ontology for automatic disassembly
applications to represent terms related to processes, tools and
production pieces such as fasteners. Unfortunately, none of
these works provided a formal analysis and definition for
the terms discussed in OCRA, although these are relevant
for their domains.

Of special interest is the work of Umbrico et al. [30],
who defined an ontology for human-robot collaboration.
They focus on notions which are quite different from those
of OCRA. Indeed, both ontologies could coexist and com-
plement each other. The clear overlap regards the notion
of Collaboration. The definition in OCRA is better
characterized and more general as it comes from a thorough
analysis of how the concept is used in the literature. Hence,
it provides a perspective which is ontologically-based and
that comprehensive of the view shared by most works in
literature, including [30]. Furthermore, OCRA integrates
other notions central to talk about adaptability such as
Collaboration Place and Plan Adaptation.

Finally, there are also several works about ontologies for
the industrial domain in general [31], [32], [33], [34], [35],
[36], [37]. Nonetheless, the notions defined in OCRA are not
modeled in any of them.

III. OCRA - ONTOLOGY FOR COLLABORATIVE
ROBOTICS AND ADAPTATION

In this article, we discuss about the need for extending
some of the concepts defined in OCRA [18]. Thus, we start
by introducing the core of OCRA.

A. Methodology

The development of OCRAfollowed a top-down approach,
building it upon other higher-level ontologies. Specifically,
the work relied on ontological analysis, an approach that
precedes the usual ontology construction process and aims
to fix the core framework for the domain ontology. This
choice led to perform a series of steps: to set the ontology
domain and scope (competency questions), to evaluate other
conceptualizations (selection of relevant literature), to enu-
merate, analyze and compare existing concepts (identification
of shortcomings), to develop and formalise a more solid
conceptualisation, and to create instances of the concepts
and show their use (implementation/validation). As a final
step, the documentation and maintenance of the proposal was
taken into account.

B. Scope, goal and competency questions

OCRA was conceived to be compliant with the
most widely used knowledge-based framework for robots,
Knowrob [19], [20]. Hence, OCRA adopted the same on-
tology used in Knowrob, i.e., the DOLCE+DnS Ultralite
(DUL), which is based on the Dolce foundational ontol-
ogy [38]. The scope of the ontology covers the domain
knowledge in collaborative robotics, with special attention
to collaboration and robot plan’s adaptations. Specifically,
OCRA was aimed to answer the following questions:

• Ontology coverage questions:
C1 - What is a collaboration?
C2 - What is a plan adaptation?

• Competency questions:
Q1 - Which and how many collaborations are
running now?
Q2 - Which is the plan of a collaboration?
Q3 - Which is the goal of a collaborative plan?
Q4 - Are these agents collaborating?
Q5 - Where is a collaboration happening?
Q6 - How is a collaboration classified (e.g. non-
physical)?
Q7 - Which is the risk of a collaboration?
Q8 - Which and how many plan adaptations are
running now?
Q9 - Which is/are the agent/s participating in the
plan adaptation?
Q10 - Why is an adaptation of an agent’s plan
happening?
Q11 - Which is the plan before and after an
adaptation?
Q12 - Which is the goal of the agent involved in
the adaptation that is also the goal to be achieved
by both the old and the new plan?

C. Natural language definitions and formalization

Several informal and formal definitions from the literature
were studied and compared, discrepancies and commonalities
where highlighted, and the need for a thorough formal model



Ref. Formal Goal Plan Interaction
/Execution

[1] No - - Yes
[5] No Yes - Yes

[39] No Yes Yes Yes
[40] Yes Yes - Yes
[41] No Yes Yes Yes
[42] No Yes - -
[43] No Yes Yes Yes
[44] No Yes Yes Yes
[17] Yes Yes* Yes* -

Ours Yes Yes Yes Yes

TABLE I: Main aspects related to ‘Collaboration’ extracted
from the literature. ‘Formal’ indicates whether the litera-
ture definition was formalized. ‘Goal’, ‘Plan’ and ‘Inter-
action/Execution’ columns indicate whether the notion of
each aspect was captured by the definition. *Implicit in the
definition.

for Collaboration (see Table I) and Adaptation (see
Table II) was motivated.

Usually, Collaboration is described as a special kind
of spatio-temporal entity (an event). Moreover, it is often
related to a goal and a plan, and it requires interaction among
the agents. Hence, Collaboration was defined as ‘an
event in which two or more agents share a goal and a plan
to achieve the goal, and execute the plan while interacting’.

In the state-of-the-art definitions about Adaptation,
some patterns emerge: adaptation shall be triggered by a
stimulus, shall occur on an entity that would change to a
new state, and shall aim to continuously pursue the achieve-
ment of a goal. From the literature, it becomes clear that
providing a general definition of Adaptation is extremely
challenging. Barandiaran et al. [45], discussed that adaptation
involves a norm specifying which is the appropriate change
to make. Hence, depending on the type of norm, one could
find different types of adaptations: task or plan-based, evo-
lutionary, ecological, etc. The focus in OCRA is on plan-
based adaptations, changes aimed at continuously pursuing
the completion of a plan’s goal given an unexpected state or
situation. Finally, Plan Adaptation was defined as ‘an
event in which one (or more) agent, due to its evaluation of
the current or expected future state, changes its current plan
while executing it, into a new plan, in order to continuously
pursue the achievement of the plan’s goal.’

Centered around these two main concepts, OCRA also
defines related notions such as Collaboration Place,
Collaboration Risk, and different types of collabora-
tions.

D. Formalization of the ontological classes

The OCRA ontology is formalized in First Order Logic
(FOL) and in OWL 2 DL, a description logic version of OWL
2 (Web Ontology Language). FOL’s expressivity allows to
completely capture the meaning behind the different notions
defined in natural language. The formalization in OWL 2
DL served to deploy the ontology into a robot for run-time
reasoning. The latter formalization is accessible at2.

2www.iri.upc.edu/groups/perception/OCRA

Ref. Formal Trg. Ent. Chg. Goal
[46] No - Yes Yes -
[47] Yes** Yes Yes Yes Yes
[48] No - Yes Yes Yes
[49] No Yes Yes Yes* Yes*
[50] No Yes Yes Yes* -
[51] No Yes Yes Yes* -

Ours Yes Yes Yes Yes Yes

TABLE II: Main aspects related to ‘Adaptation’ extracted
from the literature. ‘Formal’ column indicates whether the lit-
erature definition was formalized. ‘Trg.’ (trigger), ‘Ent.’ (en-
tity), ‘Chg.’ (change) and ‘Goal’ columns indicate whether
the notion of each aspect was captured by the definition.
*Implicit in the definition. **The model is mathematical but
not ontology-based.

Fig. 2: Lab mock-up of a real task, where a robot and a
human share the task of filling the compartments of a tray.

E. Validation - Competency questions and limit cases

First, a validation of the ontology’s capabilities to answer
the set of competency questions proposed in Sec III-B was
carried out. Note that the competency questions were the
design prerequisites of the ontology. Therefore, a good test
is to answer them, proving that the ontology was prop-
erly formalized, and that it meets the desired requirements.
Specifically, the competency questions were contextualized
within different situations extracted from a proposed collab-
orative scenario (see Fig. 2). For each case, an OWL 2 DL
knowledge base was used containing the proper instances to
answer the queries. Being able to reason over OCRA using
an inference engine (HermiT [52]), also validated that the
ontology was consistent and coherent.

In a second validation, the robustness of the proposed
ontological model was studied. This was based on the
analysis of OCRA’s performance in several limit cases
of the formalization. Particularly, a set of examples was
considered. These are events that might be classified as
Collaborations or Plan Adaptations but contain
incongruent or incomplete knowledge (axioms). The analysis
of the formal definitions in FOL and OWL 2 DL in these
cases showed whether OCRA was able to exclude the
incorrect instances. The results confirmed that the formal
definitions within OCRA allowed to exclude the limit cases
in most of the cases [18]. This validation proved the strength
of the formal model in situations where it might be unclear
whether an event is or not a Collaboration or a Plan
Adaptation.

www.iri.upc.edu/groups/perception/OCRA


It is worth noting that OCRA has the potential to be
used within robotic architectures to help in decision-making
processes. For instance, using OCRA, a robot may infer that
a collaboration ceases to exist because the human and the
robot no longer share the goal or the plan. Hence, the robot
could decide to ask the human to solve the issue. This use
of the ontology has not been validated yet.

IV. DISCUSSION: A CLOSER LOOK TO THE
TRIGGER OF PLAN ADAPTATIONS

OCRA states that a plan adaptation happens due to an
unexpected situation that makes a new plan better than the
one that an agent (robot) is executing. However, the ontology
does not get into the details of the nature of that adaptation’s
trigger. We realized that it may be interesting to perform an
ontological analysis around the types of situations that can
produce the need for adapting a plan. In particular, we are
interested in answering the following research question:

• What are the necessary ontological classes to classify
the unexpected outcomes that trigger robot’s plan adap-
tations, and what are the criteria to classify a situation
in one or another?

A. Ontological scope

The scope of our intended OCRA’s extension covers the
classes of situations that might trigger a robot plan adapta-
tion. Of course, the ontology is framed in the collaborative
robotics domain, but we would like to consider broader
applications. The initial set of competency questions that we
propose to tackle are:

CQ1 - What is an adaptation trigger and how is it
classified?

CQ1a - Which agent is realizing an adaptation
trigger?
CQ1b - Which is the plan before realizing an
adaptation trigger?
CQ1c - Which is the plan after the adaptation?
CQ1d - Which is the goal to be achieved by both
plans?

CQ2 - During the execution of a plan, what is the rele-
vant knowledge from the robot’s observation viewpoint
that triggers an adaptation?

CQ2a - Which are the objects that have a role in
triggering an adaptation?
CQ2b - Which are the objects’ properties (qualities
or relationships) that have a role in triggering an
adaptation?
CQ2c - How are those objects’ properties related
to what is described in the (initial) plan?

CQ3 - During the execution of a plan, how does the
relevant knowledge for the adaptation trigger relate to
the robot plan’s description (e.g. task expectations)?

CQ3a - How does the relevant knowledge for the
adaptation trigger relate to the expected precondi-
tions of the next task to be executed in the initial
plan?

CQ3b - How does the relevant knowledge for the
adaptation trigger relate to the expected postcondi-
tions of the last task that has been executed in the
initial plan?
CQ3c - How does the relevant knowledge for the
adaptation trigger relate to the expected postcondi-
tions of the next task to be executed in the initial
plan?
CQ3d - How does the relevant knowledge for the
adaptation trigger relate to the goal to be achieved
by executing the plan?

B. Ongoing work

We have started working on a definition for Adaptation
Trigger. One of the main ideas was to relax the def-
inition of Plan Adaptation, in which the adaptation
exists if the second plan is executed. We thought that an
Adaptation Trigger must exist even before the new
plan is executed. For us, an Adaptation Trigger is
‘an agent’s evaluation of the current or an expected future
state, making the agent change its current plan while it is
being executed, into a new plan, in order to continuously
pursue the achievement of the plan’s goal.’ Our intention is
to continue working on this definition and its formalization.

V. CONCLUSION

In this article, we revisited OCRA, an Ontology for
Collaborative Robotics and Adaptation. It was built consid-
ering two main notions: collaboration, and plan adaptation.
The ontology was formalized in FOL for its expressivity
and in OWL 2 DL for its computational benefits. OCRA
development represents a step forward to more trustworthy
collaborative robots, and also promotes the interoperability
and reusability of the terminology in the domain. Here, we
discussed how the ontology could be extended. Specifically,
the notion of trigger of a Plan Adaptation was not
deeply analyzed in our previous work. Hence, in this article
we proposed a new research question and delimited the
goal of a potential extension of OCRA. In the future, we
aim to formalize the notion of Adaptation Trigger
and its different sub-classes. The extended ontology will be
validated following a similar approach to the one used to
validate the initial version of OCRA. Furthermore, we would
like to use the ontology in other scenarios, not necessarily
involving industrial tasks.
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[46] E. Järvenpää, M. Lanz, R. Tuokko, et al., “Application of a capability-
based adaptation methodology to a small-size production system.,”
International Journal of Manufacturing Technology and Management,
vol. 30, no. 1/2, pp. 67–86, 2016.

[47] J. A. Martı́n H., J. de Lope, and D. Maravall, “Adaptation, antici-
pation and rationality in natural and artificial systems: computational
paradigms mimicking nature,” Natural Computing, vol. 8, p. 757, Aug
2008.

[48] T. Lints, “The essentials of defining adaptation,” in 2010 IEEE
International Systems Conference, pp. 113–116, 2010.

[49] B. Smit and J. Wandel, “Adaptation, adaptive capacity and vulnera-
bility,” Global Environmental Change, vol. 16, no. 3, pp. 282 – 292,
2006.

[50] B. Smit, I. Burton, R. J. Klein, and J. Wandel, “An anatomy of adap-
tation to climate change and variability,” Climatic Change, vol. 45,
pp. 223–251, Apr 2000.

[51] E. Gjorven, F. Eliassen, and J. O. Aagedal, “Quality of adaptation,”
in International Conference on Autonomic and Autonomous Systems
(ICAS’06), pp. 9–9, 2006.

[52] B. Glimm, I. Horrocks, B. Motik, G. Stoilos, and Z. Wang, “Hermit:
An owl 2 reasoner,” Journal of Automated Reasoning, vol. 53, pp. 245–
269, Oct 2014.


	INTRODUCTION
	RELATED WORK
	OCRA - ONTOLOGY FOR COLLABORATIVE ROBOTICS AND ADAPTATION
	Methodology
	Scope, goal and competency questions
	Natural language definitions and formalization
	Formalization of the ontological classes
	Validation - Competency questions and limit cases

	DISCUSSION: A CLOSER LOOK TO THE TRIGGER OF PLAN ADAPTATIONS
	Ontological scope
	Ongoing work

	CONCLUSION
	References

